
Tutorial on Safe Exploration for Reinforcement Learning

Felix Berkenkamp, Angela P. Schoellig, Andreas Krause

@RL Summer SCOOL, July 10th 2019



Reinforcement Learning (RL)
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Need to tradeexploration& exploitation

Reinforcement Learning: An Introduction
R. Sutton, A.G. Barto, 1998
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TowardsSafeRL
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...
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Howcanwe learnto act
safelyin unknownenvironments?



Therapeutic Spinal Cord Stimulation
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S. Harkema, The Lancet, Elsevier
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Safe Exploration for Optimization with 
Gaussian Processes
Y. Sui,A. Gotovos, J. W. Burdick,A. Krause

StagewiseSafe Bayesian Optimization with 
Gaussian Processes
Y. Sui,V. Zhuang,J. W. Burdick,Y. Yue



Safe Controller Tuning
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Safe Controller Optimization for Quadrotors 
with Gaussian Processes
F. Berkenkamp, A. P. Schoellig, A. Krause, ICRA 2016



Outline
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Specifying safety requirements and quantify risk

Acting safely in known environments

Acting safely in unknown environments

Safe exploration (model-free and model-based)
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Specifying safe behavior
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Is this trajectory safe?

Monitoring temporal properties of continuous signals
O. Maler, D. Nickovic, FT, 2004

Safe Control under Uncertainty
D. Sadigh, A. Kapoor, RSS, 2016
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What does it mean to be safe?
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Safety ḙavoid bad trajectories (states/actions)

Fix a policy How do I quantify uncertainty and risk?
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Stochastic environment / policy
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Expected safety

Safety function                    is now a random variable
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Expected safety can be misleading
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Safe in expectation!

0



Expected safety and variance
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Risk sensitivity
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Even at low variance, a significant amount 
of trajectories may still be unsafe.
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Value at Risk
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Use confidence lower-bound instead!
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Conditional Value at Risk
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Worst-case

15Felix Berkenkamp, Andreas Krause



Notions of safety
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Stochastic Worst--case

Expected risk

Moment penalized

Value at risk

Conditional value at risk

ĄRobust Control

Ą Formal verification
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Acting in knownmodel with safety constraints
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Constrained Markov decision processes
Eitan Altman, CRC Press, 1999

Risk-sensitive Markov decision processes
Ronald A. Howard, James E. Matheson, 1972

Markov Decision Processes with Average-Value-at-Risk Criteria
Nicole Bäuerle, Jonathan Ott
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Reinforcement Learning
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YŜȅ ŎƘŀƭƭŜƴƎŜΥ 5ƻƴΩǘ ƪƴƻǿ ǘƘŜ ŎƻƴǎŜǉǳŜƴŎŜǎ ƻŦ ŀŎǘƛƻƴǎΗ



How to start acting safely?
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No knowledge!
Now what??
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Initial policy
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Can find an initial, safe policy based on domain knowledge.
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How to improve?



Prior knowledge as backup for learning
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Provably safe and robust learning-based model predictive 
control
A. Aswani, H. Gonzalez, S.S. Satry, C.Tomlin, Automatica, 2013

Safe Reinforcement Learning via Shielding 
M. Alshiekh, R. Bloem, R. Ehlers, B. Könighofer, S. Nickum, U.
Topcu, AAAI, 2018

Linear Model Predictive Safety Certification for Learning-based 
Control
K.P. Wabersich, M.N. Zeilinger, CDC, 2018

Safety controller takes over

Know what is safe
Learner is seen as a disturbance

Safe Exploration of State and Action Spaces in Reinforcement 
Learning
J. Garcia, F. Fernandez, JAIR, 2012

Safe Exploration in Continuous Action Spaces
G. Dalai, K. Dvijotham, M. Veccerik, T. Hester, C. Paduraru, Y. 
Tassa, arXiv, 2018
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Prior knowledge as backup for learning

22

Safety controller takes over

Know what is safe
Learner is seen as a disturbance
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Need to know what is unsafe in advance.

Without learning, need significant prior knowledge.

¢ƘŜ ƭŜŀǊƴŜǊ ŘƻŜǎ ƴƻǘ ƪƴƻǿ ǿƘŀǘΩǎ ƘŀǇǇŜƴƛƴƎΗ



Safety as improvement in performance (Expected safety)

23

Di Castro, ShieMannor, ICML 2012]

Performance

Initial, stochastic policy

Safety constraint

Need to estimate          based only on data from 
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