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Independence concepts

Independence: X ⊥⊥Y

We say that X et Y are independents and write X ⊥⊥Y ssi:

∀x , y , P(X = x ,Y = y) = P(X = x)P(Y = y)

Conditional Independence: X ⊥⊥Y | Z
On says that X and Y are independent conditionally on Z and

write X ⊥⊥Y | Z iff:

∀x , y , z ,

P(X = x ,Y = y | Z = z) = P(X = x |Z = z) P(Y = y |Z = z)
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Review of Markov chains

Definition (Markov chain)

∀t ≥ 0, ∀(x , y) ∈ X , a state space

p(Xt+1 = y | Xt = x ,Xt−1, . . . ,X0) = p(Xt+1 = y | Xt = x)

Factorization: p(x1, . . . , xM) = p(x1)
M∏
t=2

p(xt |xt−1)

Graphical model:
x1 x2 xM

The future is independent of the past given the present

Definition (Time Homogenous Markov chain)

p(Xt+1 = y | Xt = x) = p(X1 = y | X0 = x)
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Transitions

Definition (Transition matrix)

If X is a finite set, A is a matrix with

Ax ,y = A(x , y) = P(Xt = y |Xt−1 = x).
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A23
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A21
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k = 1

k = 2

k = 3

A =

A11 A12 A13

A21 A22 A23

A31 A32 A33



A1 = 1

Au = E[u(Xt+1|Xt = ·)]
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